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“AI is going to change everything”



New York Times
July 7, 1958

“AI is going to change everything”



What is meant by AI and “learning”

How AI can be used in complex decision making

What opportunities and dangers users of AI need to be aware of
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If dog, output 1
If cat, output 0?
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Math!



If dog, output 1
If cat, output 0Math!



More interestingly…

- Does this brain scan indicate a tumor?
- Given this person’s location data, what issues likely determine how 

they vote?
- Given this recording, what words were said?
- Given an incomplete block of text, what word likely appears next?
- What documents include text most related to a given question?
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How can AI impact complex decision making?

AI cannot (yet) replace human decision-makers in most 
complex and variable environments.

AI can ease the decision-making load for that human, 
allowing for more, better decisions in less time.

AI integration can heavily disrupt workplace dynamics in a 
way that needs human care.



Case Study: Sepsis Watch

- Tool built at Duke University from 32 million datapoints to predict development 
of sepsis.

- If a patient was predicted to be at high risk, the patient was flagged on a 
dashboard visible to nurses, who would alert the attending.

- Frequent friction was observed when a doctor was “accused of missing 
something” by a nurse they did not know, about a patient the nurse had not 
seen, by a tool that was not explainable.

- Significant emotional labor and workflow design was necessary to make the 
tool workable.

Elish and Watkins. Repairing Innovation: A study of 
integrating AI in clinical care

Sendak et al. Real-World Integration of a Sepsis 
Deep Learning Technology Into Routine Clinical Care



In what ways can AI do harm?

AI can be wrong in convincing and authoritative ways

AI can be biased against individuals or groups
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AI can be biased against individuals or groups

?



Facial recognition is typically trained on people for whom we have lots of pictures 
(celebrities)

Voice recognition datasets rarely reflect all accents or speech disabilities

Datasets which are based on human decisions will reflect human bias

Medical datasets represent people who regularly receive treatment and are willing to 
share their data

AI can be biased against individuals or groups



Conclusions

AI is developing quickly, and can work extremely well

AI can help a person consider more data and more information when 
making difficult decisions

Successfully integrating AI into a decision making process requires human 
skills

It is easy to accidentally cause harm due to data bias



CRISP’s Vision
To advance health and wellness by deploying 
health information technology solutions adopted 
through cooperation and collaboration.





Improving Clinical Outcomes



Enhancing the Patient Experience



Addressing Provider Satisfaction



Achieving Financial Sustainability



Advancing Health Equity





Source: https://www.forbes.com/sites/brentdykes/2023/08/30/generative-ai-
three-key-factors-that-will-elevate-it-beyond-the-hype/



HHS Trustworthy AI Framework
Adapted from Deloitte







• Data quality
• Is the training data accurate and representative? 

• Methodology
• Was the tool developed appropriately? 

• Model Performance and Monitoring
• Is the model performing as expected? 
• Is the model monitored over time to identify continuous performance? 

• Consistency
• How do new versions of the AI tool impact output?



• Data Sensitivity
• Is there sensitive data that needs to be treated differently? 

• Individual Privacy
• Are individuals aware of how their data is being used and given the opportunity 

to opt out? 

• Legal Requirements
• Data Sharing and Use





• Roles and Responsibilities
• Are there clear roles and responsibilities? Who is responsible for the output?

• Digital Identity management 
• Can you keep track of who is using the tool and how? 

• Traceability
• Can you retrace how the AI solution arrived at a given solution?

• Auditability 
• Could a third-party assesss the appropriateness of the decision making?



Adapted from Deloitte’s 
Trustworthy AI 
framework

AI Governance



Possible AI Use Cases at CRISP

Increasing Complexity and Risk

Internal 
Operational 

Efficiency
Utilization

Workflows 
and User 

Experience
Data Quality

Clinical 
Decision 
Making

• Features and requirements 
documentation

• Technical documentation
• Code review support
• Salesforce cleanup
• Locate appropriate policies 

and procedures

• Targeted outreach to 
participants

• Educational materials for 
specific user groups

• Identify gaps in tool 
design to drive the most 
utilization

• Role-based display of 
patient data

• Identify areas for improved 
user experience

• Smart universal search

• Summarization of HIE 
record for care team

• Combine outside records 
with internal EHR data 
for enhanced clinical 
decision support

• Clinical data 
standardization across 
sources

• Improve patient matching
• Identify and remove 

duplicates
• NLP of free text notes
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